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Australian Government 

•' Department of Health and Aged Care 

CIO - Back Pocket Brief 

Artificial Intelligence 

Overview 

• “Artificial Intelligence” (AI) is a type of technology that can perform tasks that would 
typically require human intelligence to perform. These tasks include decision-making, 
language processing, and pattern recognition. 

• One of the key advancements in the field of AI is the creation of “Generative AI”, which is a 
technology that understands, generates, and interprets human language in an efficient and 
advanced way. 

• A Generative AI system is capable of learning, and is trained using massive bodies of data, 
which helps it improve its ability to perform sophisticated tasks like text summarisation, 
sentiment analysis, and natural language conversation. 

• In the field of health and aged care, Generative AI poses opportunities to explore new and 
better ways to engage with patients and citizens, undertake and make use of clinical 
research, support improvements to population health, and enhance internal departmental 
operations. There is also opportunity for AI to improve well-documented challenges within 
the health system associated including increased demand on health services, increased cost 
of care and increased complexity of care required for individuals with chronic diseases. 

• The development of safe and responsible frameworks is a high priority for the Australian 
Government and a risk-based approach is being taken to the regulation of AI in healthcare 
which considers the safety impacts on the Australian public. 

• On 17 January 2024, Minister Husic released the government’s response to the Safe and 
Responsible AI in Australia consultation1. The Government is now considering mandatory 
guardrails for AI development and deployment in high-risk settings, whether through 
changes to existing laws or creation of new AI specific laws. 

Whole of Government (WofG) context 
• The Digital Transformation Agency (DTA) and the Department of Industry, Science and 

Resources (DISR) are leading the way in developing policy and AI guidance for 
Commonwealth agencies. 

• To foster whole-of-government alignment, and harvest learnings from across the APS, these 
two agencies operate the AI in Government Taskforce, whose mission is to help the APS to 
engage with and deploy AI in a way that is safe, ethical, and responsible. 

• The Department of Health and Aged Care is one of 11 agencies participating in the 

1 https://www.minister.industry.gov.au/ministers/husic/media-releases/action-help-ensure-ai-safe-and-responsible 
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OFFICIAL 

Taskforce in advisory capacity. Representatives of the department participate regularly in 
Taskforce engagements. 

• The Department is supporting the AI Taskforce through providing two of our Departmental 
staff on secondment to work with the taskforce. The Department will benefit from these 
secondments in being able to shape the agenda to support the Department’s outcomes. 

• In July 2023, the department contributed a public submission2 to DISR’s Supporting 
responsible AI discussion paper, providing the department’s views on how the Australian 
Government could mitigate potential risks of AI and support safe and responsible AI 
practices within the health and aged care portfolio. 

AI usage across the department, and the sector 
• The department anticipates AI will help support its business priorities and achieve 

productivity gains. 

• The department is implementing a cloud-based Enterprise Data and Analytics capability 
that provides a robust platform for AI. We are currently implementing phase 1 that will 
enable foundational capability. The platform will be expanded in upcoming phases to 
support identified uses of AI. 

• As part of the wider AI in Government Copilot trial, the Department is currently undertaking 
a trial of Microsoft 365 Copilot to explore ways in which it can support work tasks and 
enhance productivity. The trial is being run between February and June 2024 and includes 
300 users across the department. See section “AI Technology Implementation” for further 
details. 

• Copilot is a real-time intelligent assistant, that works alongside the M365 apps that are used 
every day, such as Word, PowerPoint and Excel. It combines Large Language Models (LLMs) 
and accessible data to help it understand, summarise, predict and generate content and 
data. This technology combined with M365 allows for many features from generating text, 
creating presentations and summarising meetings, which is all prompted by the User. 

• Listed below are some identified candidate Health business priority uses for AI: 

o Chronic condition modelling – developing complex models to infer chronic health 

conditions in individuals, using administrative data. 

o Synthetic data generation – increasing the processing speed and accuracy of 

synthetic population samples. 

o Complex workforce scenario simulation modelling. 

• Some identified uses of AI that provide productivity gains for the department include: 

o Reducing help desk calls and supporting help desk through creating searchable 

knowledge stores using natural language processing. 

o Microsoft 365 Copilot is being trialled as part of the AI in Government Copilot 

Trial to test the to test the ways that AI can enhance productivity and efficiency. 

Guardrails for safe, responsible, and ethical use of AI 

• To disseminate an internal baseline understanding of AI, the Chief Information Officer (CIO) 
has commissioned and distributed a paper called “Art of the Possible”, which: 

2 https://consult.industry.gov.au/supporting-responsible-ai/submission/view/501 
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o describes the nature of AI 

o performs a “Political, Economic, Sociocultural, Technological, Legal, and 

Environmental (PESTLE)” scan of AI’s impacts on the department 

o Flags uses of AI in the fields of policy design and implementation, compliance, 

and data and analytics 

o Notes general opportunities for AI usage in the department. 

• To assist with funnelling requests for AI usage through the right channel in the department, 
the CIO has commissioned and distributed a paper called “CIO Guidance on Use of AI”, 
which instructs staff to: 

o Inform themselves of DTA and DISR’s published AI principles and guidelines, using 

specific links to specific online resources, and then, 

o Engage the department’s established internal process for implementing new or 

non-standard technologies (of which AI is one). 

• AI Internal Working Group – In November 2023, in collaboration with DHMBD and ITD, 
established the internal AI Working Group to identify opportunities and risks arising from 
broader, whole-of-economy approaches to the regulation and use of AI. This group is 
composed of Band 1 and Band 2 SES, co-chaired by Kayla Jordan (Data and Analytics Branch, 
HERD) and Sam Peascod (Digital Services and Design). 

• As part of its guidance on the use of AI, the department should also develop instructions for 
service providers who may want to use AI while delivering services in support of the 
department. DTA has been queried about this scenario, and currently the department has 
seen no such external-facing guidance developed, which could pose potential security 
concerns. 

• AI technologies often analyse large amounts of personal data, raising data privacy and 
security issues. The department recognises the need to consider the ethical and legal use of 
data to protect patient privacy and maintain data security, and, to this end, is promoting 
DTA’s Principles of AI Use, which address Privacy Protection and Security matters. 

• The Australian Alliance for Artificial Intelligence in Healthcare has sought input on their 
updated recommendations for their Roadmap for AI in Healthcare for Australia. This effort 
is led by Enrico Coeria, an “AI in Health” academic and expert from Macquarie University. 
Alliance membership includes researchers, clinicians, government, industry specialists, peak 
bodies and consumer groups. 

AI Technology Implementation 
Microsoft 365 Copilot 

• As a part of the AI in Government Copilot Trial, the department is taking part in the 

Microsoft 365 Copilot between February and June, to document and measure the 

ways that Generative AI (specifically Copilot) can enhance productivity and efficiency. 

o Copilot is a real-time intelligent assistant, which combines Large Language 

Models (LLMs) and accessible data to help it understand, summarise, predict 

and generate content and data. 

▪ Microsoft M365 Copilot works alongside the M365 apps that are used 

every day, such as Word, PowerPoint, and Excel. 

▪ AI working with the M365 apps introduces many capabilities from 

generating text, creating presentations, and summarising meetings, all 

based on the user’s prompts and inputs. 
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o The trial project was initiated in December 2023, and consisted of: 

▪ Copilot trial participant nominations were requested from Group 

heads. Nominations have been received, with approx. 300 participants 

participating in the trial. 

▪ The project team sought guidance from the DTA to establish guardrails 

and provide mandatory training and a knowledge quiz, ensuring trial 

participants use Copilot in a safe and compliant manner. 

▪ DoHAC security team have reviewed the IRAP and approved for use. 

▪ The technical requirements to enable Copilot in the DoHAC 

environment have been identified and successfully configured, 

including trial participants being on the Microsoft Office monthly 

update ring (as opposed to semi-annual). 

▪ Copilot licenses successfully went live for trial participants from ITD 

and DTD on the 12th of February. 

▪ Remaining trial participants have a scheduled Copilot go-live date of 

the 19th of February. 

o The project team has ensured that support and training is available to all trial 

participants: 

▪ A Copilot SharePoint site has been developed to include training for 

Copilot in all the M365 applications, information on the trial and 

Frequently Asked Questions (FAQs). 

▪ A Microsoft Teams channel has been set up, so trial participants can 

communicate, ask questions, and receive tips and tricks. 

▪ Daily virtual drop-in sessions have been established for as a forum for 

trial participants to ask questions and raise issue or concerns. 

Enterprise Data and Analytics Platform 

• The Department is implementing a cloud-based Enterprise Data and Analytics 

Platform (Google Cloud Platform) that provides a robust, scalable, secure data and 

analytic environment that will extend our AI capability and tools. 

• ITD is currently implementing phase 1 in partnership with BID and HERD. Phase 1 will 

enable foundational capability and compliance data. 

• The platform will be expanded in upcoming phases to support identified uses of AI. 

AI security advice from Home Affairs 

• As AI powered tools and technologies continue to develop, new security risks may emerge. 
One example is generative AI models like ChatGPT and growing concerns over potential 
mass data breaches. 

• In line with guidance from the Department of Home Affairs, the department is in the 
process of considering the cyber security and data protection implications of using such 
technologies. 

• The Protective Security Policy Framework (PSPF) requires Commonwealth entities to 
implement protective security arrangements and controls to safeguard data and ICT 
systems to support the secure and continuous delivery of government business. Application 
control is one of the most effective mitigation strategies in ensuring the security of systems. 
It forms part of the Essential Eight and is mandated in PSPF policy 10: Safeguarding data 

THIS D
OCUMENT H

AS BEEN R
ELE

ASED U
NDER  

THE FREEDOM O
F IN

FORMATIO
N ACT 19

82
 (C

TH)  

BY THE D
EPARTMENT O

F H
EALT

H AND AGED C
ARE

CIO – Back Pocket Brief – Artificial Intelligence 



Page 5 of 12

FOI 4992 - Document 1
      

 

      
 

  

        
           
        

 
       

        
  

 
         

  
         

 

 

 

Click or tap here to enter text. 

OFFICIAL 

from cyber threats. 

• In addition, the department is aware that Commonwealth entities must consider the level 
of data shared with AI-powered tools in order to utilise them, along with the classification 
of that data. PSPF policy 9: Access to information, mandates that entities control access, 
including remote access, to supporting ICT systems, networks, infrastructure, devices and 
applications. To reduce the risk of unauthorised disclosure, there should be a clear 
understanding of the information held on such systems/applications, and effective 
authentication practices. 

Attachments: 
Attachment A: DAB’s FAS Brief Placemat: See section AI Project Activity In HERD and Key AI 
Activities Outside of HERD 
Attachment B: Link to the latest Copilot Status Report: 2024 02 08 - Copilot Trial Status 

Report.pptx 
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Artificial Intelligence in the Health Economics and Research Division (HERD} (as of 8 February 2024} 

• "Artificial Intelligence" (Al) is a type of technology that can perform tasks that would typically require human Project Type 

intelligence to perform. These tasks include decision-making, language processing, and pattern recognit ion. 
• One of t he key advancements in the field of Al is "Generative Al", a technology that understands, generates, and 

interprets human language in an efficient and advanced way. 
• In t he field of health and aged care, Generative Al poses opportunities to explore new and better ways to engage with Medical 

patients and citizens, undertake and make use of clinical research, support improvements to population health, and Research 
Future Fund enhance internal departmental operations. There is also opportunity for Al to improve well-documented challenges 
(MRFF) within the health system associated including increased demand on health services, increased cost of care and 

increased complexity of care required for individuals with chronic diseases. 
• 1s47E(a) 

Health 
Modelling • Partnerships 

and Evaluation 
• The development of safe and responsible frameworks is a high priority for the Austral ian Government and a risk s47E(d) 

based approach is being taken to the regulation of Al in healt hcare which considers the safety impacts on t he 
Australian public. 

• On 17 January 2024, M inister Husic released the government's response to the Safe and Responsible Al in Australia 
consultation2

. The Government is now considering mandatory guardrails for Al development and deployment in 
high-risk settings, whether t hrough changes to existing laws or creation of new Al specific laws. 

• The Digital Transformation Agency (DTA) and t he Department of Industry, Science and Resources (DISR) are leading 
the way in developing policy and Al guidance for Commonwealth agencies. 

• To foster whole-of-government alignment, and harvest learnings from across the APS, t hese two agencies operate 
the Al in Government Taskforce, whose mission is to help the APS to engage with and deploy Al in a way that is safe, 
ethical, and responsible. The second version of Interim Generative Al Guidance was issues by DTA on 22 November 
20233 

. 

• The Department of Health and Aged Care is one of 11 agencies participating in t he Taskforce in an advisory capacity. 
Representatives of t he Department participate regularly in Taskforce engagements. 

• The Al in Government Taskforce has been extended unt il June 2024. It w ill focus on securing sustainable funding 
through the 2024 Budget. They are seeking more secondees. The Department currently has a part-t ime secondee 
from Hea lt h Workforce Division. 

s47E(d) 

Name 
Research 

Related to Al 

Predictive 

Modelling 

Detail Timeline 
From its inception in 2015 to 31 December 2023, the MRFF has invested $96.3 mi llion in 35 grants w ith a focus on 

research related to Al in health research. The MRFF provides funding for research related to Al in health through two 
Init iatives in particular : 

• The National Crit ica l Research Infrastruct ure Initiative wi ll provide $650 million over 10 years from 2022-23 
for research infrast ruct ure t hat w ill be used to conduct world-class healt h and medical research. Stream 2 of 
this Initiat ive is focused on digitisation of health ca re - developing and translat ing into practice digital Ongoing 
therapeutics, Al enabled healt h interventions and technologies (e.g., wearables), appl ications or other 
software for use in cl inical practice. 

The Research Data Infrastructure init iative wil l provide $100 mill ion over 10 years from 2022- 23. It will fund t he 
creat ion or extension of national research data infrastructure w ith a focus on data registries, biobanks and data linkage 

platforms, including the use of Al, to support Austra lian medical research. 
Machine learning is being used as a technique for predictive modell ing tasks (e.g., demand projections, probability 
estimates). No deep neural network-based models are being used (not publicly known). 

Ongoing 

1 https://www.mckinsey.com/featured-insights/future-of-work/australias-automation-opportunity-reigniting-productivity-and-inclusive-income-growth 3 Interim guidance on government use of public generative Al tools - November 2023 I aga (digita l.gov.au) Page 6 of 12 
2 https://www.minister.industry.gov.au/ministers/husic/media-releases/action-help-ensure-ai-safe-and-responsible s47E d) 

https://www.minister.industry.gov.au/ministers/husic/media-releases/action-help-ensure-ai-safe-and-responsible
https://www.mckinsey.com/featured-insights/future-of-work/australias-automation-opportunity-reigniting-productivity-and-inclusive-income-growth
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■ Overall Project 

Business Readiness 

OCM 

Technical 
Key Risks and Issues Risk+ Issue register 

Risk 14 -> Issue 03: [OPEN] Unforeseen technical / security 
requirements or obstacles which may have an impact. 
Users have been added to the monthly update group, however the 
duration for the changes take effect on their machines is 
unpredictable. 
Impact - If user is not on the monthly channel, Copilot for desktop 
apps would not work. 
Mitigation - All users have been added (selected few are 
excluded) to the monthly channel weeks in advance of their go-live 
and monitoring the users being added, manual intervention is an 
option 

Risk 15 -> Issue 04 [Low Impact]: Device names of trial users 
may not be accurate 
The project team initially reached out to a sample size of users to 
determine the accuracy. We found there was a sufficiently low 
accuracy % to warrant confirming the device names with all users. 
Impact - If the incorrect device name is added to the monthly 
channel, Copilot for desktop apps would not work for that specific 
user. 
Mitigation - The team are confirming device names with all users. 

4lt - 4ltII I 
! 

I 
I !• 

Project Kick Internal Trial Users ITSA Approval 
Off Approvals+ Identified 

OTA opt-in 
Austral ian Government 

, -" 
;, ,. Department of Health and Aged Care 

. - • .. ' -

Snapshot of Current Key Tasks 

Business Readiness Tasks Owner Date Due Status 
s22Completion of internal update comms / artifacts On-going On Track 

Organisational Change Management Date Due Status 
Updates to Comms, onboarding and training 

On-going On Track 
collateral 

Confirmation of device names 02-Feb 

Prepare Champions pack 09-Feb 

Preparing for Cohort 2 onboarding 12-Feb On Track 

Cohort 1 Go-Live 12-Feb On Track 

Technical Owner Date Due Status 
,s22 Cohort 1 technical onboarding 05-Feb 

Cohort 2 technical onboarding 12-Feb 

Working on resolving Issue #3 12-Feb Monitoring 

Proxy change to enable data protection in Edge 
16-Feb On Track Copilot 

4lt 4lt 0 0 0 0 9I I I I 
I! ' I ! '! ! ! ! 

Training & Environment Trial Users Pilot Post Go-Live Trial Check Trial 
Comms plans Assessment + On boarded Go-Live Support Point Completion 

Copilot 
Readiness 
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High Level Timeline 
*There is pending Technical considerations+ information from the OTA which may affect this timeline. It will be updated on a weekly basis. 

January Fe bruary 

Weeks Week6 Week7 Week8 Week9 WeeklO Week 11 Weekll Week13 
01 -05 Jan 08 - 12Jan 15 - 19Jan 22-26Jan 29Jan -02 Feb 05 -09 Feb 12 - lGFeb 19- 23 Feb 26 Feb- 1 March* Pi lot Go-Live 

<- Execute Communications -> 

~ Communications Plan 
u 

Train in& plan + Prepare trai n in& material <- Execute tra in in& plan -> 0 

U'I 
U'I U'I ID trial users 

~ ~ Cohort O (Project Team) * Cohort 1 (ITO+ OTO) Cohort 2 Cohort 3 (date TBC)
z 0 

Review of data and labelling§ :'.5 
m ~ 

Environment assessment and Copi lot readiness + testing (inc. Cohort 0) * Go-Live Support 

ty impact assessments+ review of data and lat ITSA Approval 

Pilot proposal & Arch. Board Approval 

■Wffllri■ m Te<hnical Trai ni ng 

Weeks Week6 Week7 Weeks Week9 WeeklO Week 11 Weekll June 
Ol-05 Jan 08-12Jan 15-19Jan 22 - 26Jan 29 Jan -02 Feb 05-09 Feb 12 - 16Feb 19 - 23 Feb Ol -30June 

Austral ian Government 

,. Department of Health and Aged Care 
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-- 0 

Device Names Project T earn Trial users Cohort 1 Cohort 1 Go- Cohort 2 Cohort 3 Mid-trial Trial 
Regression 

of participants trialling use of added to Office On boarding Live + Cohort Go-Live onboarding checkpoint Complete
Testing 

being Copilot Mont hly Comms& 2 onboarding + Go-Live 
confirmed Update Release activities comms& 

activit ies 

-0 0 0 0 0 0 0 0 0 0-
23rd Jan 29th Jan 30111 Jan 3rd Feb 5th Feb 12th Feb 19111 Feb T BC April June 

I 
I

' ,
' ~---------------------------------------------------------------------------------------------------------~ 
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. - • . . ' -

Date I 
ID# Key Decisions and Actions - Decisions and Actions Log Owner Closed Status 

6 
Supporting MS Teams for the trial users - Users will be supported by the Copilot project team, which includes shared 
resources from the MS Teams project team . Users will also have access to the MS Teams project's training material 

sZ2 
25-Jan 

7 
Is a use case required to be documented for the ministerial user? Or can we ask them to self-document via our use case 
template? 

30-Jan 

8 All trial users have been added to the monthly channel group 

9 Cohort 1 (ITD + DTD) technical go-live complete+ OCM onboarding has commenced 

10 Define the ad-hoc onboarding / offboarding process (also added a risk) 
- == 

11 Explore the use of Viva Insights for Copilot dashboard / metrics reporting Open 

Notes 
Please could all project team members use Copilot as much as possible so that we can quickly up skill and identify any issues. Report your findings back to the MS Team 
Delivery channel. Please complete the Knowledge Test !I 

-

Austral ian Government 

;, ,. Department of Health and Aged Care 
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Communications / Onboarding Plan 

Copilot Trial - Communications on a Page 
Olannel OeS(:ription Purpose 

G0-live Day 

Microsoft Copilot Tri al · ready Inform ing user they are nominated for the tri al and to 
Email 

to take a flight? provide comms links+ mandatory training & test 

MS Teams Channel Add users to MS Team channel Used for all Project Comms 

Welcome the users to the tri al, how to navigate the 
MS Teams Channel Welcome post 

channe l and SPO si te 

MS Teams Channel Mandatory traini ne + Post to push users to complete the tra inine + quiz 
knowledee quiz reminder 
Mandatory training+

PDF+ MS Form Required to be assigned a Copilot licence 
knowledge quiz 

Inform ing users that the licence has been activated, ready 
Email Copi lot licence activated ! 

to use with in 5 days 

Email Invi te Invite for drop in sessions 

MS Teams Meet i ne Daily MS Teams meetine for Daily remote drop in sessions will be hos:ed to provide 
support support to users post eo· live 

Email Weekly Tips & Tricks 

MS Teams Weekly Tips & Tricks 

Email Request for use case 

MS Teams Channel Request for use case 

Mon Tue W ed Thu F-n 

---- -------

Sat Sun M on -

-

Tue Wed Thu Fri Sat Sun Mon Tue Wed Thu F-n Sat Sun M on Tue W ed Thu F-n 

■■ ■r-
■ .,. 

■ 
.. 
■ 

Australian Government 

Department of Health and Aged Care 
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